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Motivation

Mechanization, Mass production,
water power, steam assembly line,
power electricity

Computer and Cyber Physical
automation Systems



Industrie 4.0
Smart Factory

Figure 2. Five key characteristics of a smart factory
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Source: Deloitte analysis. Deloitte University Press | dupress.deloitte.com



Holistic approach to implement Industrie 4.0

/

Cloud, Big Data

Utility

Utility

Supplier Supplier

Manufacturing

Materials Process Packaging

PC-based control

= Secure horizontal and vertical communication
= Consistent machine control

= (Central cyber-physical data acquisition

Storage

Warehouse

Production

/gas production



New Automation Technology
Beckhoff Automation

PC-based control
Powerful control and motion plattform based
on open automation and IT standards

What can you do to optimise your production archi-
tecture for Industrie 4.0? With its New Automation
Technology, Beckhoff enables you to benefit from
all Smart Factory advantages with an integrated,

interconnected process design — while XTS reduces
your factory’s floor and energy costs and optimises
your footprint at the same time.

Open control technology
Improved efficiency and flexibility
Reduced operational costs

Lean automation architecture

Modular, adaptive manufacturing systems
Improved resource efficiency

Reduced footprint




Motivation

to increase ... at the same time.

What you are expected \' ... and what to decrease



Creating added value: with IoT and data analytics







Measuring Productivity
Overall Equipment Effectiveness (OEE)

All Time

Schedule

Planned Production Time Loss

Availability

Run Time Loss

Performance

Net Run Time Loss

Fully Productive Time f:sﬂélt?




Measuring Productivity
Overall Equipment Effectiveness (OEE)

All Time
Planned Production Time
Run Time

Net Run Time

Fully Produ
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Avallability

Yesterday - Top 5 Down Time Reasons - Today - Top 5 Down Time Reasons -
Breakdown 2.98% Jam 3.15%
Jam I 1.02% Breakdown I 2.27%
Mo Materials [N 0.63% Adjustment 1.93%
Adjustment Il 0.53% Mo Materials I 1.41%
Autonomous Maintenance [ 0.47% Down (Misc.) 1.27%
Last Week - Top 5 Down Time Reasons & This Week - Top 5 Down Time Reasons -
Breakdown [ 1.75% Breakdown 2.31%
Jam Jam
Mo Materials Mo Materials IR

Adjustment [

Cleaning N

Last Month - Top 5 Down Time Rea
Breakdown

Jam

Mo Materials

Adjustment

Cleaning




Performance

Data Range Selection

shift Job 1h 1d 1w 1m l1g 1v Al | 4 P | LastShift (Jul 22, 2013 7:00:00 AM - Jul 22, 2013 3:00:00 PM)

Chronological Total Production Timeline™

Jul 22, 2013 Jul 22, 2013 | Timeline Event State: Down Jul 22, 2013

. . Reason: No Materials .
08:00 AM 10:00 AM - July 22, 2013 10:13:54 AM 02:00 PM
End Time: July 22, 2013 10:20:44 AM

T e, Duration: 0:06:50

| Event Number: 4,362

View Type: | Chronological View [~
Start Time « Production State Reason Duration  Graphical Duration
12272013 07:00:00 AM  Setup Changeover 0:10:00 l
772212013 07:10:00 AM Run Running 0:49:46 [
72212013 07:59:46 AM  Down Breakdown 0:15:53 .
7222013 08:15:39 AM  Run Running 0:44:21 _
Tr2212013 09:00:00 AM  Standby Break 0:10:00 :




Quality




Measuring Productivity
Overall Equipment Effectiveness (OEE)

Overall Equipment Recommended Traditional
Effectiveness Six Big Losses Six Big Losses

Unplanned Stops Equipment Failure
Planned Stops Setup and Adjustments
Small Stops Idling and Minor Stops
Performance Loss
Slow Cycles Reduced Speed
Production Rejects Process Defects
Quality Loss
Startup Rejects Reduced Yield

ANRLGT AR N Valuable Operating Time

Availability Loss

OEE



Measuring Productivity
Overall Equipment Effectiveness (OEE)

* Unplanned stops: equipment failures, starved stations or unplanned maintenance.

¢ Planned stops: changeovers, machine cleaning, tooling swap outs, etc.

* Small stops: minor or idling stops usually less than two minutes that could include
things like a sensor obstruction, jams, feeds, etc.

* Slow cycles: anything slowing the production time from its maximum speed, like a
worn out conveyor belt, poorly maintained equipment or an inexperienced machine
operator.

* Process defects: defective parts produced during stable production due to
equipment handling errors or incorrect equipment settings.

* Reduced yield: defective parts produced after an equipment failure until equipment

has returned to a steady state.



Measuring Productivity
Overall Equipment Effectiveness (OEE)

It is often thought that a World-Class
OEE score is 85%. Don't fixate on the
absolute value of OEE, instead fixate on
your ability to improve your OEE.



Measuring Productivity
Overall Equipment Effectiveness (OEE)

X X

|
1. Identify Constraint ll. Pick a Top Loss

2. Capture Loss Information 2. Decide Countermeasures

1. Implement Countermeasures
2. Capture What You Learned

IDA (Information, Decision, Action) is a simple and highly
effective process for improving productivity using information

https://www.oee.com/



OEE trends

OEE 2 &

Zoom: 1d 1w 1m 1g 1y Al 4 » Last 30 Days (Jan 1, 2013 - Jan 30, 2013) ¥

View: Shift ~ = All ~

-8 OEE — OEE Trend -8 OEE: First Shift

Jan 7 Jan 14 Jan 21 Jan 28



Observing top losses

Your top 5 losses account for 45:23:02 of lost time (66.88% of all losses). Your OEE over this time period was 85.4%.

15h:05

22.2% of losses

Your top loss is Down Time > Infeed Material Jam.

W This loss increased at a rate of 7.9% over the selected time period.
m There have been 73 occurrences (averaging 0:12:23 each).

@ Trend: +7.9%

:

12h:27

18.3% of loszes

Your next largest loss is Setup = Removing Die.

B This loss increased at a rate of 4.1% over the selected time period.
B There have been 67 occurrences (averaging 0:11:08 each).

@ Trend: +4.1%

3

11h:05

16.3% of losses

Your next largest loss is Speed Loss.

W This loss decreased at a rate of 16.3% over the selected time period.

B There have been 1,467 slow cycles (averaging 0:00:09 each).
B There have been 714 small stops (averaging 0:00:13 each).

@ Trend: -16.3%

:

3h:25

5.0% of losses

Your next largest loss is Down Time > Engineering Adjustments.

W This loss increased at a rate of 16.5% over the selected time period.
W There have been 94 occurrences (averaging 0:02:10 each).

& Trend: +16.5%

i

3h:21

4.9% of losses

Your next largest loss is Setup > Installing New Die.

W This loss decreased at a rate of 39 6% over the selected time peariod.

B There have been 100 occurrences (averaging 0:02:00 each).

@ Trend: -39.6%

‘




Reporting.. for example in .xls/.csv format

= Cell_7_shift_2015-12-07_00_00_to_2015-12-14 00_00xls [Compatibility M...

IMSERT PAGE LAYOUT

fe | startTime

B C

End Time 5hiftlD

FORMULAS

D
Total

DATA

E

Good

REVIEW

Reject

g %
Sign in

H

FILE HOME
Al -

A

1

2 | 12772015 06:00
3 12/7/2015 14:00
4 | 12/8/2015 06:00
5 | 12/8/2015 14:00
6 | 12/9/2015 06:00
7| 12/9/2015 14:00
8 | 1210/2015 06:00
9 | 1210/2015 14:00
10121172015 06:00
11 | 1211/2015 14:00

127772015 13:59 Shift 1
12/7/2015 21:59 Shift 2
12/8/2015 13:59 Shift 1
12/8/2015 21:59 Shift 2
12/9/2015 13:59 Shift 1
12/9/2015 21:59 Shift 2
1210/2015 13:59 Shift 1
12M10/2015 21:59 Shift 2
12/11/2015 13:59 Shift 1
12/11/2015 21:59 Shift 2

Shift Data )

5.960
6.875
TV
Y
b.623
7,139
b6.544
7.347
5.023
5.022

h.834
6,737
5119
b.248
b.274
B6,776
6,151
6.910
4.619
4.315

126
138
598
483
349
363
693
437
404
o7

? H
VIEW
G H
Target Efficiency
6,184 94 34%
7,746 BB6.97%
7926 B4.58%
7942  BB6.08%
7693 BB.56%
7,798 B6.89%
7846  T8.40%
7845  88.08%
7827  59.01%
7666 5B6.29%

T0.71%
65.04%
6B8.58%
61.48%
B4.T9%
50.31%
bb.58%
61.31%
56.11%
B4.37%) ~

2




Multiple asset viewing

Multiple Asset View

View as Hierarchy

Asset

=| Q‘Jnrne Industries
= A ltasca

d@h Stamping 1
@b Stamping 2

= & Birmingham

= Assembly

@ cell 1

@ cell2

= [Z3| Finishing

& Paint Line

» || Information to Wiew: | Shift TAED

Production State Target
Sum

30,324

15,193

ORun 14,209
(O standby 934
15,131

9,291

ORun 4568
@ Down 4723
5,840

ORun 5,840

Actual
Samm

23,295
12,335
11,558
Tir
10,960
6,904
3414
2,490

4 056

4 056

Efficiency
Wean
76.02%
80.16%
81.34%
78.97%
71.89%
T4.32%
T4.74%
73.90%
£9.45%
69.45%

Down Time
Wean
1:40:43
1:23:21
1:18:22
1:28:20
1:58:05
1:4751
1:46:06
1:49:37
2:08:18
2:08:19



Multiple OEE viewing




OEE sample page

M Application Name -
File Security Tools

Wed Reosy T ARIAARNA4A0 )
09/102018 &
_n,qg,s_g_ﬂ 2 InduSoft Performance Management System ‘ o) i
1 0 Guest :
Overall Equment Effectiveness (i OEE) Demo ©
8 product B- Machine 1 Bl Fom: (/102018 @~ To:[08Av20%8 3]
@ Pht : ( Up Time: Down Time: Cycle Speed: |
—-g# Austin A —_—
=¥ Line®1 [ ooohs J [ ooohs | [_0.00un/hour |
M. Product A - Machine 1
8, Product A - Machine 2 Good units: Bad units: Total units:
M, Product A - Machine 3 § 0 g I 0 | L 0 J
—-«¥ Line®2 L
8. Product B - Machine 1 : . >
8, Product B - Machine 2 Cursor Date/Time: | 09/26 2018 15: 22:23.018 )
8, Product B - Machine 3 e
8. Product B - Machine 4 £ availabliy (2222 % |
8, Product B - Machine 5 T — |—7777”” )
' | EQuaity (2022 % |
000% W 0.00% 000% WV 000% WM
s | HMeee | 2222227 %
Target 0.00 % 0.00 % 0.00 % 0.00 % ! K \m J
100.00
0.00
09/10/2018 07/24/2218

00:00:00 00:00:00




OEE sample page

Stage 1 Stage 2 Stage 3

Life Time Production

344303120

Progress Status Job #11: Fender FL XYZ

Whitin Target Target Actual Remaining Actual (%) Progress

Time 00:01:00 00:00:22 00:00:38 37 % -



OEE sample page
. i, . e, | q Current Current Current Current Current
SMeaI:g?oi w‘ 5 >4 ﬂ'% IF] m Sz;:%in Shift Day Week Month Year

(2) (Tuesday) (35) (August) (2015)
Availability Performance Quality OEE A Six Big Losses
86.59 % 56.77 % 90.47 % 44.47 % N
BreakDowns
Long Stops
Speed Loss
Target
G000 % Short Stops
Startup Rejects
Production Stops
Time Availability Loss
Idle Time 16:00:00 66.67 % e Breakdowns 00:20:30 4.27 %
Operation Time 08:00:00 33.33 % Long Stops 00:43:51 9.14 %
- Operation
Total Time 24:00:00 100.00 % . fime TOTAL 01:04:21 13.41 %
Speed Performance Loss
Missed Speed i 4411 % oo Speed Loss 02:48:27 = 35.00 %
Actual Speed i 55.89% Short Stops 00:11:14 234 %
Maximum Speed 120 100,00 % " S TOTAL 025941  37.43 %
aximum Spee units/min .00 % :59; 43 %
Production Quality Loss
Bad Unit 1508 5 56 % Startup Reject 0007:42  161%
ad Units units B8% e artup Rejects :07: 81 %
. 25616 . .
Good Units units 94.44 % Production Rejects 00:14:46 3.08 %
- Go_nd
Total Units 27124 100.00 % Uik TOTAL 002229  4.68%

units




Other term - ANDON

Machine 1

Availability Performance Quality




Leveraging your asset management
Analytics in use: 24/7 machine monitoring

end user

TwinCAT Analytics

storage
-

dashboard

TwinCAT Analytics
Storage Provider

local LAN / public cloud ,

@ MQTT 0 MQTT
: TwinCAT Analytics | ¢

Retrofit @
: OPC UA

o ”
existing machine with existing machine with

EXOT60 viith additional safisors TwinCAT 2 controller external controller

for machine analysis
T
_ '

=
i




Energy and raw materials:
Discover your savings potential




Motivation

World Energy Consumption

Decade % Incr. in Energy vs Population Change

1820 1840 1860 1880 1900 1920 1940 1960 1580 2000

600 70%
500 60% /A\
E “ Nuclear 50%
> 400 / \
b & Hydro-Elect 40%
a
¢ 300 & Nat Gas 30% / \ Population
2 ' A/
'% 200 “ail 20% — / EnEFEY Use
& ® Coal
& Biofuels
0% T T T T T T T T T T T T T T T T T T 1
0 22R228R828888888888
1820 1840 1860 1880 1900 1920 1940 1960 1980 2000 AEIIBITR2222232222RRK
World per Capita Energy Consumption World Population
90 8
© 80 7
% 70 H] /
2 ¥ Nuclear E 6 /
8 60 =
= i Hydro-Elect @ 5 /
8 so £
= M Nat Gas s 4
g 40 B / Population
$ 30 = 0il L; 3
] 2 /
2 20 i Coal g 2
% /
o 10 & Biofuels 1
0 T A e B e e e S A B e

18201840 1860 1880 1900 1920 1940 1960 1980 2000




Integrated Energy Data Management

Integrated energy data management enables
the implementation of ISO 50001...

Continuous
improvement

’ > Energy policy

I
50 50001:2018 — Energy Management System

L

ISO 50001 is based on the management system model of continual improvement also used YOU CAN'T
for other well-known standards such as 150 2001 or IS0 14001. This makes it easier for

organizations to integrate energy management into their overall efforts to improve quality IMPROVE

and environmental management.
. WHAT YOU
'

ISO 50001:2018 provides a framework of requirements for organizations to:

+ Develop a policy for more efficient use of energy DON T
» Fix targets and objectives to meet the policy MEASU RE

« Use data to better understand and make decisions about energy use —_— e
« Measure the results

+ Review how well the policy works, and

« Continually improve energy management.

the EnMS corrective and preventive

Source: 150 50001



Integrated Energy Data Management

’ Energy Management System
OPC UA I

Company
The consumption of electricity, heat, water and
Administration ~ ﬁmt imny:;k, analysed
- — supplied to e level energy

managemant cyctem via OPC.LIA
Ethemnet, OPC UA, loT Communication . . Wearable
Device

Production
From the small business to the global enterprise
‘with multi-site operations: Beckhoff monitors the -
S — energy consumption, detects air pressure leaks
in the field, for example, and visually displays all
h
i - Visualisation of the.
‘Ethernet, ommunication, Database production data

Machine n
Sensor/Actuator

Qil/gas production



Integrated Energy Data Management

Big Data "

‘ Energy Management System

Industrial PC

Connectivity

TF6100 | TC3 OPC UA

TF6420 | TC3 Database Server
TF6421 | TC3 XML Server
TF6500 | TC3 IEC 60870-5-10x
TF670x | TC3 loT Communication

Measurement technology
TF3600 | TC3 Condition Monitoring
TE1300 | TC3 Scope View



Measurement technology

System-integrated energy data management

Direct measurement

= EL3403 and KL3403 3-phase power
measurement, 500 V AC

= EL3413 3-phase power measurement,
690 V AC

= EL3773 high-end power analysis

Gikigih
—
k: 2:
el

o= i

Sif oE Ilimm)

-
-

-
[ 2
>

S
EE.

s

-~
"

Current

Indirect measurement (meter)

KL6401 LON Bus Terminal

KL6781 M-Bus master terminal

EL6224, KL6224 10-Link master terminals
ELTxxx/KL1xxx digital input terminals
(acquisition of pulse outputs)

/an @]
-] l
] ol ] o
éé éé
13 13
éé éé
1 !
#l®
as i
3% 44
Moo e
- S

Indirect measurement (meter)
= KL6401 LON Bus Terminal
= KL6781 M-Bus master terminal

A @
<] H
]w I o
éé éé
LY
L E
< =




Measurement technology
System-integrated energy data management

Direct measurement Direct measurement Direct measurement
= EP3744 pressure measurement box = KL33xx, EL33xx and EP3314 thermocouple = EL3632 CMS terminal (IEPE)
= KM37xx and EM37xx pressure measurement = K132xx, EL32xx and EP3204 resistance

terminals sensor RTD

Indirect measurement (analog)

= EL3xxx and KL3xxx analog input terminals
= EP3xxx analog input modules

® EL6224, KL6224 10-Link master terminals

et /= /'
1 8
3 ,

i o

5 0

R, o

s a2

| L -

Condition Monitoring




Case study - Holzwerke Weinzierl GmbH
Energy management system for lumber mill




Case study - Holzwerke Weinzierl GmbH
Energy management system for lumber mill

The web-based visualization system provides a rapid overview and

diagnostic capabilities.

With several bio-mass boilers and solar power installations, Holzwerke Weinzierl

generates “green” electricity that is CO,-neutral.



0T In use: 24/7 energy management

TwinCAT loT l o)

Gateway IPC

a1

—

accommodation units 1 to 160

/A Azure

used services

machine learning alarming

data storage

power Bl

@ AMQP

access authorisation

students facility management

research assistants system integrator

OPCUA




...creating the basis for extensive and actionable analyses

Power/kWh

504

45 Load curve determination
40 with PC-based control.

35 Peak Load

PC-based control supplies the data on the basis
of which load curves are created, the peak loads
are determined and peak load compensation is
enabled.

Basic Load
00:00 7:30 23:45




...creating the basis for extensive and actionable analyses

Power/kWh

54 i . .
Operation during analysis

2ol ) with PC-based control.

PC-based control supplies data on the basis of
how to best determine the percentage of total load

- attributable to each individual load as well as the
— basic and mean loads.

5 -
Mid Load l

0 Basic Load  S— ,
I T T T T T T T T > —— Energy consumption

0% 10% 20% 30% 40% 50% 60% 70% 80% 90%

Total execution time

15 > Peak Load




...creating the basis for extensive and actionable analyses




UNIVERSITY OF TEXAS - AUSTIN

09/28/2015 Monday 2:27:46 PM

Welcome, Guest

Campus Map

86°F

87°F

69°F |

BP:29.82 in
RH:43%
DPT:62°F
Wind:9 mph, NE

Last Updated on September 28, 1:51 PM CDT

’|Deviation Analysi;

2o I N I I

Baseline Year ElUS Y

40k

30k

20k

Wednesday, Mar 11, 2015

® Norm

ized Consumption: 13 359.2

Real Consumption: 9 336.543

o Difference: 4 022.654

§ 10k
=
Ok

-10k

20k sk Heating

-30k ok “(‘ ;‘/ LBS\Hr |

I} ] — 3
‘ Water
2010 {2011 2012 2013 2014 \JZDIS l
C — Real Ct I Series 4 (Data not available)
2 i Baseline Compare Deviation Energy
CIERLE |BU|Id|ng FIEY Analysis Buildings Analysis Forecast

contact: dashhelp@austin.utexas.edu



UNIVERSITY OF TEXAS - AUSTIN

09/28/2015 Monday 2:23:36 PM

Welcome, Guest

Campus Map

69°F | 86°F

87°F

BP:29.82 in
RH:43%
DPT:62°F
Wind:9 mph, NE

Last Updated on September 28, 1:51 PM CDT

"E nengy By liuMh;;

Hourly Daily Monthly 2
<o« [ 1R 1 A z
-
“ i WEL - ROBERT A, WELCH
HALL
0 o 428647 sq.ft
Cumrent Building Demand
= so il NI UE ) 11 1 D ws B q o IN
3 3 %
0 L3
w o | AR a'se N S -
0 e
134
" “ U
[T N34 Aag 14 Sop 14 Oex 14 Nov 14 Dwc 14 Jan 1 Feb 1S Mar Ape ' ay T L
Water
0 018 208 202 ‘.‘t‘ll 2014 ' 018 .
Camdurn o oo (Data not avadabie)
o a B Baseline Compare Deviation Energy
Overview | 0 w Analysis Bulldings Analysis Forecast

contact Gashep@austin Weras e



Energy monitoring sample page

15:37:31
Wednesday

COOLING TOWER & WATER PUMP ELECTRICAL LIGHTING DB-FDB

MD8 wcc FDB B1.82 Fp8 o8
BASEMENT BASEMENT CAR PARX FIRST FLOOR GROUND FLOOK
cTowe cr.cwe crowe TRAFO GENERATOR 08
ZONE JA ZOME 20 ZONE 3C BASEMENT BASEMENT FIRST FLOOR
cr.cwe cr.owe cr.onwe o8 OUTDOOR ACU.DSWALL
ZONE & ZOME 5 ZONE 6 GROUND FLOOR EXT SITE PLAN AREA ROOF

WATER COOLED PACKED FAN PUMP ESCALATOR & ELEVATOR

: puMP
AR n BASEMENT
weP WCP MALL wep CIRC PUMP
HYPERMART PUBLIC ECITY | £ STOR ORANT BASEMENT

|
WCP FOOD COURT WTAKE FAN
‘ ‘ -4
WCP RETAIL VICP BASEALNT |
BARAT BARAT




Energy monitoring sample page

; \ OO 03/12/2012
ot ' | 13:50:14
Summnary Scheduler Settng

Monday

TRAFO UTAMA ROOM

MVSWBD ROOM Temp (*C): 343 MVSWED ROOM RH (%): 373 MVSWEBD Air Quality (ppm)
Trafo ROOM Temp (°C): 364 Trafo ROOM RH (%}): 35.2 Trafo Air Quality (ppm):

TRAFO-1 TRAFO-2 TRAFO4 TRAFOS
BASEMENT BASEMENT BASEMENT BASEMENT

Status Trafo->OFF States Trafo->0F

MDB 1 ROOM Temp (*C). 323 MDB 1 ROOM RH (%) 41.0 MDB8 1 Alr Quality (

MDEB 2 ROOM Temp (*C): 31.9 MDB 2 ROOM RH (%) 429 MDB 2 Air Quality {ppm) B > 12.0 ppen [Moderate Al Quabty]
> ) ale akty}




Energy monitoring sample page

fr;n‘i:--. ~—J chedule Prole: E Barat l 18:33:07
ST Setting Log On Thursday
COOLING TOWER-ZONE 5

Status CT->ON Status CT->ON Status CT->ON Status CT->ON Status CT->ON Status CT->ON Status CT->ON

< { rrRomwcP

CT1

E___> TO WCP

11 | : ) ) S - ' ) )
Status CWP->0FF a Status CWP- >OFF (AT Status CWP->OFF. s Status CWP->0N AN Stat;us CWP->0_N " o
CWP1 E\ CWP2 E\ CWP3 Eq CWP4 Eli CWP5 E‘\
1 1 Ry )

M Bypass Schedule Start
CT ZONE 3B B Bypass Schedule Stop

INDEX LT 1

CT ZONE 3C

ACE H\W LT GF HARCO MENA

CT ZONE 3A
MATAHARI FEC Barat FEC Timur

CT ZONE 4 ‘ CT ZONE 5 CT ZONE 6







Motivation

A Preyenative Predictive Reactive
Maintenance [PdM)

Maintenance Maintenance

Optimum

$

COSTS

NUMBER OF FAILURES

w— Total Cost = Prevention Cost = Repair Cost



Predictive vs Preventive maintenance

Predictive vs. preventive maintenance

Though the best maintenance programs include a balance of both, preventive maintenance and predictive
maintenance are different strategies. Preventive maintenance is determined using the average or expected
life cycle of an asset, whereas predictive maintenance is identified based on the condition of equipment.

While predictive maintenance is more complex to establish than a preventive maintenance schedule based
on manufacturer recommendations, it can be more effective for a business to save time and money. For
example, taking vibration measurements on an electric engine at recommended intervals more accurately
detects bearing wear and allows organizations to take action such as replacing a bearing before total failure
occurs.

While the into a predictive maintenance program can be costly to install, it results in reduced
maintenance costs and downtime and delivers 10 times the ROI for the oil and gas industry alone,
according to research strategy consulting firm Roland Berger. For example, predictive maintenance is
often used for wind turbines since wind farms often traditionally have high operational costs. And

software can be used along with predictive maintenance tools to make sure your machinery
keeps running efficiently.



Predictive Maintenance

Predictive Maintenance and the Internet of Things

With the increased networking of machines and manufacturing facilities in the ,
predictive maintenance is becoming more and more important. Sensors facilitate the easy monitoring of
machine conditions, cloud storage systems and data bases enable the long-time archiving and analysis of
machine data for diagnostic and maintenance purposes.

By means of real-time monitoring, a comprehensive data pool, and state-of-the-art analytical methods,
machine-specific malfunctions can be predicted by 70 %. This enables field service technicians to
intervene in time to effectively prevent failures as well as unnecessary maintenance measures,
downtimes, and costs.

However, the benefits of the Internet of Things and predictive maintenance are not confined to new
facilities. Older machines with life cycles of 50 or 60 years can also easily be integrated into predictive
maintenance schemes by means of targeted retrofit measures.



Data acquisition scenarios for predictive maintenance

loT: products e e e,

and scenarios

that collect and trarsmit data. The term loT Jso refersin

this context, howevet 1 the nies and acsors applied to this

data in order 1o optmise technical systems. Cloud systems

serve 25 2 technological basis for the internet and 25 2 aws

contraf end point for devices 50 25 to network these with one Azu re

RO ESE = thelr data bn da b i

system automated with the TanCAT actomation software,
the sersor and peocess dita can be connecied 1o the doud
wia the TwinCAT loT products not caly in the case
of newer but ako clder machine applications or even £ i3 :

thind pasty systems. new, modsm mackine retrchit shird party cloud enabler plog-and-doud
ooty - AMGE A e : AMQP
Communication o 0O [ Jrs 0 i
™ oA 0PC LA OPCUA ™ oecu
TuenCAY ol Commueicans + dgo | TWATCAY o Data Agern = | MBCAT 01 Data Ageot =
mobile device Beckhoff Edge device Beckhofi Edge device
. H CB01S wltra compact IPC CE01% utra-compact T
ADSOFC UA oFCUA
Backhoff controlier existing Beckhoff controlier existing external
©X2000 Embedded PC with IwinCAT 3 €X5000 Embedded PC with TwinCAT 2 centroler

= Ul
|

Data logging o 0
machine Beckhoff toT Sus Coupler
EX9160




Industrie 4.0 enables real time seamless data collection

A

R
Machine 1

Industry 4.0

loT

Big Data

| Machine n

Machine 2

loT Communication

r

Online and offline condition analysis
Predictive maintenance

Pattern recognition

Machine optimisation
Long-term archiving of data




Case study - The KONCAR - Electrical Engineering Institute, Inc
Expert Motor Condition Monitoring (EMCM) system




Case study - The KONCAR - Electrical Engineering Institute, Inc
Expert Motor Condition Monitoring (EMCM) system

KAVEZ O51|

Data visualization on local HMI



Case study
SMS Demag — Breakout prediction systems
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Case study
TAR Automation — Condition Monitoring System (CMS)




Case study
TAR Automation — Condition Monitoring System (CMS)
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The condition monitoring system is supplied ready for operation,

installed in a compact terminal box. Industry 4.0: Communication standards for vertical and

horizontal networking

The wide range of Embedded PCs are scalable in terms of performance and
110 configuration while offering diverse networking options. This offers many
degrees of freedom when implementing control architectures and, as a result,
optimum solutions for the tasks at hand. “Whether we are dealing with a small,
stand-alone solution, networking of decentralized, intelligent controllers or a
high-performance central solution — anything is possible,” concludes TAR's
Managing Director. “In combination with support for OPC UA as the universal
standard for vertical networking, it is also possible to integrate ERP systems,

both within a site and across sites.”



Preventive Maintenance sample page

Wednesday, December 03, 2014 PREVENTIVE MAINTENANCE

See Additional Dashboards Filter: Any time

PM Scheduled This month PM Timeliness PM Tasks by Asset Type

Drag acolumn headerhereto group by thatcolumn

Azzet Type Title Frequency Owned By LastPerformed | Mext Due

Mail Server Archive E-mail Every 2 Weeks Henri Bryce 12142014
Web Server Perform SCAP Audit (RedHat Linux) Every 6 Months Henri Bryce 12/28/2014

(day) Mail Server Il Network Prnnter I Web Server

On Hold PM Tasks Mew PM Tasks Recurring PM Task Load

1.1
1 Drag a column header hereto group by that column

0 0 5 gz: Created By Date Performed Details

0.7+ Na records found
0.6
0.5+
04—
Acknowledged In Progress Average Duration 0.3

0.2+

0.1+
(i} T
12/28/2014 1/1/2015 1/25/2015

Every 1 Month [l Months




Predictive Maintenance sample page

Operation Shutdown Time Overall Equipment Health Score

[ Work Preparation
Process Failure

B operation Failure

W Equipment Failure

85%

§

HICH

Equipment Profile

Reheating
FinishingMill4
F M 4 Mill Stand
Roughing Yoido
Healthy Score Trend
Finishing
0419 04/26 05/03
Measurement Profile
Measurement Type
Current on the load
Current on the no load
Cylinder position difference
. Roll Force difference between WS and DS
Coiling

Roll Speed Variance on the no load

Roll Speed difference between plan and actual

Production Output with Target(Day)

365/800EA)

Product Defect Count(Day)

Surface Defect | 1

size Defect || 2

Equipment Anomaly Count(Month)

213

40

snape Defecr [ 14 | | ﬁ a
Reheating Roughing Finishing Coiling
Overall Health Score Failure Probability Anomaly Count Work Order Overdue Failure Count
Today % After previous maintenance Current Past 1 year

54

0510

0517

Min Max Average Last Value
45850 476.00 466.05 46995
43.20 4470 4415 4410
7.20 830 7.85 11.75
133.10 14510 13790 141 .80
763.40 83900 800.00 803.90
180.00 19820 18790  191.80

84

29

Equipment Availablity Trend

0
04/13

04/26

Event Log
Time Event Type
10:00:00 INSPECTION
13:30:00 ALARM
14:00:00 ALARM
11:20:00 ALARM
10:00:00 INSPECTION

1

4

os/03 05/10 05,17

Comment

Delayed Fueling

State Check OK - Wear state, vibration
Discover small crack on the mill spindle
OIL Inspection Missing

Occurred Unplaned Roll Change




Creating value:
loT and Data Analytics from Beckhoff

The simple route  |terelatipm e
from data B i s gt s o

paratively simple one_ loT and data analiytics scenarios

d | can be integeated directly into existing tool landscapes
recor lng to and existing IT infrastructures. Sessors integrated directly

with the control systers are used to record data. Avail-
the dashboard Ly
standard protocols being wsed 10 exchange data with the
doud. Such smphcty pays off: costs, effort and training
pesiods are reduced signficantly.

Data logging Communication Data historicisation Analysis

A number of different fieldbus sys The recorded sensor data can be The entire communication data The user vews data and config
tems can be used to record a ma communicated ceward on the basis can be stored in 4 ures his analyses in the TwinCAT
chine's sensor data, with use of exis- of communication standasds, which Thus, even subsequent analyses are Engineering. from onfigura
ting cabling and different topologies can be integrated simply and se possible, tion, completed PLC code can be
pessible on the basis of EtherCAT. ly into existing |T infrastroctores. generated

Sreart Factoey - Anaytics




Industrie 4.0
From factory floor to your hand

Semart Factory ~ Analytics
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Analysis Dashboard

Users can view data and con An indwidual analysis dagt
thelr analysis in TwinCAT

ing. Finad PLC @

froe the implems

aies, independently of the platic




